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Proposed Title of the research: 

AI and multimodal Foundation models:  Analysis, designing, and training of new multimodal architectures for understanding and generation of textual and visual data
Keywords: (5)

Multi-modal understanding, visual and textual generation, cross-modal retrieval
Research objectives: --(max 10 rows)

The emergence of Foundational Models has recently revolutionized the world of Deep Learning and Artificial Intelligence. These large-scale generative models enable natural human-machine interaction through language and exhibit remarkable abilities in textual generation, reasoning, and comprehension of images and text. In this context, the research proposed aims to address the development of new architectures for foundational models that are (a) inherently multimodal, capable of understanding and accepting input and providing output in the form of images, videos, and documents; (b) accurate in their responses, explainable, and adaptable to specific and diverse domains of knowledge, incorporating components of Retrieval Augmented Generation (RAG) that connect to existing knowledge bases and offer explainability-by-design, allowing the model to communicate to the user how a certain answer was generated and based on which sources; and (c) innovative in terms of architectural design, surpassing the standard Transformer architecture and the language-centric paradigm that has characterized multimodal model development thus far. The research will focus on custom-tailored solutions to support the world of Universities and Research Centers and will be conducted in close collaboration between the AImageLab research group at UNIMORE and CINECA.
Proposed research activity -- (max 10 rows)

The research conducted by the winning candidate of the doctoral position aims to develop state-of-the-art foundational models. This will involve studying existing solutions, adapting them to specific use cases, and creating new models from scratch that surpass the current state of the art. The research will follow a multimodal-by-design approach and will have positive implications for the Italian research and industry ecosystem, as well as for the scientific communities in Computer Vision, Machine Learning, and Multimedia, and the high-performance computing (HPC) centers.

The candidate will focus on developing architectures for encoding and generating visual, textual, and multimodal data. The architectural design will be based on a disruptive approach that aims to surpass existing paradigms. In this context, the Transformer model will be integrated with Selective State Spaces approaches (e.g., MAMBA), which, although in an early stage, clearly emerge as an alternative to the attention mechanism. These approaches demonstrate favorable memory usage, speed, and support for long sequences compared to the Transformer architecture.

Research will be carried out with datasets (both standard and created ad hoc) and using HPC facilities with CINECA and NVIDIA, in the context of the NVIDIA AI Technical Centre of Modena. Part of the research will be done during a period of internship in Europe in some research/industrial centres involved in the projects, in connection with the ELLIS (European Laboratories of Learning and Intelligent systems) units.
Supporting research projects (and Department): Research will be carried out in the AImagelab laboratory (aimagelab.unimore.it) in the Department of Engineering “Enzo Ferrari”using large GPU servers available and  with the support of CINECA, the Italian Supercomputing Centre.
Possible connections with research groups, companies, universities.

Connections will be (many of them are already established)
- University of Trento (prof. Niculae Sebe, elisa Ricci)
- IIT (dr. Alessio Del Bue)

- CNR (dr Fabrizio Falchi)
- NVIDIA ( dr. Simon See Hong Kong, Fredric Pairente, Giuseppe Fiamenti)
- University of Amsterdam (proff. Cees Snoek)
- Partners of the FAIR PNRR project and of the ELSA and ELIAS European projects.
 (*) optional

(**) optional/to be completed on the second year  
